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Towards Rigorous 
Benchmarking and Mitigation 
of Harm in Language Models

WARNING: 
TOXIC AND BIASED TEXT



Large language models can produce fluent, 
human-like text.

2016

2017

2016

But they can generate harmful outputs!



What can we do?

Anticipate

Ethical and social risks of harm from 
Language Models.  

Weidinger et al. FAccT 2022.

Measure

Characteristics of Harmful Text: 
Towards Rigorous Benchmarking of 

Language Models.  

Rauh et al.  NeurIPS Benchmarks 2022.

Mitigate

Improving alignment of dialogue 
agents via targeted human 

judgements.  

Glaese*, McAleese*, Trebacz*, 
Aslanides* et al.  Arxiv 2022.
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How do we anticipate risks?

Literature Review Horizon Scanning
Group of DeepMinders from a variety 
of different academic backgrounds.



What ethics risks to language models have?

Discrimination, hate speech and 
exclusion

Harms that arise from the LM producing 
discriminatory and exclusionary speech 

Information hazards 

Harms that arise from the LM leaking or 
inferring true sensitive information 

Misinformation harms 

Harms that arise from the LM producing 
false or misleading information

Malicious uses 

Harms that arise from actors using the 
LM to intentionally cause harm 

Automation, access, environmental 
harms 

Harms that arise from environmental or 
economic impacts of the LM 

Human computer interaction harms

Harms that arise from users overly trusting 
the LM, or treating it as human-like 



What ethics risks to language models have?



Takeaways for NLP community

● Anticipating risks is multidisciplinary

● Technical understanding of models important for risk anticipation

● As we’ll see later in talk, sociotechnical insight important for measurement and 
mitigation 
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Let’s look at an example…



Measuring toxicity in Gopher

…of its completions

and in its pretraining corpus



Issues with Current LM Toxicity Evaluations

Application:
Content moderation 
between human interlocutors

Context toxicity classifier 
designed for

Context of Gopher evaluation

Application:
Many different downstream 
applications



Issues with Current LM Toxicity Evaluations

… and it is not just about toxicity – we see similar issues with other 
evaluations!

Context toxicity classifier 
designed for

Context of Gopher evaluation

Difference in context (as well as other issues) contributes to observable failures 
e.g., those documented in Welbl et al. 2021.

Textual:
Trained on online comments

Textual:
Trained on a variety of 
sources, including books and 
Wikipedia

https://arxiv.org/abs/2109.07445


Anticipated Risks in LMs

Ethical and Social Risks of Harm from 
Language models.  Weidinger et al. 
2021. 

On the Dangers of Stochastic Parrots.  
Bender and Gebru et al. 2021.

Language (Technology) is Power: A 
Critical Survey of “Bias” in NLP.  
Blodgett et al. 2020.

Alignment of Language Agents.  Kenton 
et al. 2021.  

Evaluating LM Risks

Effects of scaling on Toxicity and Bias 
Benchmarks. 

RealToxicityPrompts: Evaluating 
Neural Toxic Degeneration in 
Language Models.  Gehman et al. 
2020.

The Woman Worked as a Babysitter: 
On Biases in Language Generation.  
Sheng et al.  2019.

Stereotyping Norwegian Salmon: An 
Inventory of Pitfalls in Fairness 
Benchmark Datasets.  Blodgett et al. 
2021.

This work

Going from Foresight to Measurement

https://arxiv.org/pdf/2112.04359.pdf
https://arxiv.org/pdf/2112.04359.pdf
https://dl.acm.org/doi/10.1145/3442188.3445922
https://arxiv.org/pdf/2005.14050.pdf
https://arxiv.org/pdf/2005.14050.pdf
https://arxiv.org/pdf/2103.14659.pdf
https://mission-hub.corp.google.com/milestones/15556
https://mission-hub.corp.google.com/milestones/15556
https://arxiv.org/pdf/2009.11462.pdf
https://arxiv.org/pdf/2009.11462.pdf
https://arxiv.org/pdf/2009.11462.pdf
https://arxiv.org/pdf/1909.01326.pdf
https://arxiv.org/pdf/1909.01326.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2021/06/The_Salmon_paper.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2021/06/The_Salmon_paper.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2021/06/The_Salmon_paper.pdf


Our Goal:

Provide guidelines for practitioners to 
avoid common pitfalls when building 

evaluations for anticipated risks



Characteristics of Harmful Text

Six dimensions of harmful text (i.e. LM outputs):

Harm Definition

Representational & Allocational Harm, Capability Fairness

Instance & Distributional Harm

Textual, Application, Social Context

Harm Recipient: Reader, Subject, Perceived Author, Society

Demographics Affected - coded terms, marking, sociolects



Public    Harm Definition

Definitions are sourced from experts1, the Merriam-Webster dictionary2, or 
are only vaguely defined3

The Perspective API defines toxicity as “a rude, disrespectful, or unreasonable 
comment that is likely to make someone leave a discussion”

1BBQ, Parrish, et al.
2Microaggressions in the Wild, Breitfeller, et al.
3Language (Tech) Is Power, Blodgett, et al.

Harm Definition

Representational & Allocational Harm, 
Capability Fairness

Instance & Distributional Harm

Context: Textual, Application, Social 

Harm Recipient: Reader, Subject, Perceived 
Author, Society

Demographics Affected: coded terms, 
marking, sociolects

Harm:  The real world effect on people that the evaluation’s 
metrics aim to approximate

https://arxiv.org/pdf/2110.08193.pdf
https://aclanthology.org/D19-1176.pdf
https://aclanthology.org/2020.acl-main.485.pdf


Public    Type of Fairness Harm

● Is toxicity a representational or allocational harm?  
● Does it measure a capability fairness?

Harm Definition

Representational & Allocational Harm, 
Capability Fairness

Instance & Distributional Harm

Context: Textual, Application, Social 

Harm Recipient: Reader, Subject, Perceived 
Author, Society

Demographics Affected: coded terms, 
marking, sociolects

Representational harm: When someone is represented or 
referred to in a negative, stereotypical, denigrating, or unfair 
way on the basis of their identity

Allocational harm: When resources, opportunities, or services 
are distributed in an inequitable way

Capability fairness: When LM performance is equal, or 
justifiably different, across groups



Public    Instance and Distributional Harm

Harm Definition

Representational & Allocational Harm, 
Capability Fairness

Instance & Distributional Harm

Context: Textual, Application, Social 

Harm Recipient: Reader, Subject, Perceived 
Author, Society

Demographics Affected: coded terms, 
marking, sociolects

Instance harm: A single LM output or interaction which is 
harmful by itself

Distributional harm: LM outputs or interactions which are 
harmful in aggregate

Microaggressions could be an instance or distributional harm

Instance: being patronized based on your gender

Distributional: being repeatedly assumed not to be an engineer



Public    Context

Toxicity when…

● In a single sentence vs a long dialogue
● When summarizing a news article vs being a customer service chatbot
● In the US vs India, or on the internet three years ago vs today

Harm Definition

Representational & Allocational Harm, 
Capability Fairness

Instance & Distributional Harm

Context: Textual, Application, Social 

Harm Recipient: Reader, Subject, Perceived 
Author, Society

Demographics Affected: coded terms, 
marking, sociolects

Textual context: The length of the text being evaluated

Application context: What the LM is being used for and how it 
is deployed

Social context: Culture, geography, history, as well as users’ 
attributes, e.g., language or technological fluency



Public    Harm Recipient

Subject: stereotype reinforcement

Reader: toxicity

Author: if the LM impersonates a specific person, mistranslates

Society: if an LM were used for weapons research

Harm Definition

Representational & Allocational Harm, 
Capability Fairness

Instance & Distributional Harm

Context: Textual, Application, Social 

Harm Recipient: Reader, Subject, Perceived 
Author, Society

Demographics Affected: coded terms, 
marking, sociolects

Subject or topic: The groups or individuals that the output 
contains reference to

Reader: Whoever reads the LM outputs

Author: The groups or individuals that an LM output could 
appear to be written by

Society: When no one is referenced but harm occurs widely



Public    Demographics

Marking: “the gay man” versus “the man”

Sociolects: groups can be identified by their language, e.g., African American 
English

Harm Definition

Representational & Allocational Harm, 
Capability Fairness

Instance & Distributional Harm

Context: Textual, Application, Social 

Harm Recipient: Reader, Subject, Perceived 
Author, Society

Demographics Affected: coded terms, 
marking, sociolects

There are specific considerations for how demographics are 
encoded in natural language



Trends in Current Benchmarks



Context: Short text & written by practitioners



Public    Conclusions

Intended to guide reflection, not offer a 
comprehensive checklist

Focused on technical benchmarking of LM 
outputs

● May also be useful at other stages
● Evaluating LM harms goes beyond 

benchmarking

Future work to build more evaluations of 
harm - it’s early days!
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Sparrow



Why Study Bias and Toxicity in Sparrow?

Which recipients?

What context?

What definitions?

???

???

???

Many of our characteristics 
are ill-defined in language 

models like Gopher!



Why Study Bias and Toxicity in Sparrow?

Which recipients?

What context?

What definitions?

Bias and toxicity in 
dialogue.

Information 
sharing dialogue.

Subjects and 
readers.

Focusing on a narrower use 
case allows us to better 

consider our 
characteristics.



Sparrow Model

Write Finegrained 
Rules

Reinforcement 
Learning

Dialogue Prompted 
Chinchilla

Collect Data from 
Human Annotators

Sparrow

Environment
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Large Language Model → Dialogue Agent 
(with no training data!)

Prompt



Large Language Model → Dialogue Agent 
(with no training data!)



Large Language Model → Dialogue Agent 
(with no training data!)

User: Hey how are you?

Transformer 
Language Model 

(Chinchilla)Sparrow: Good, and you?



Large Language Model → Dialogue Agent with evidence 
(with no training data!)



Large Language Model → Dialogue Agent with evidence 
(with no training data!)



Large Language Model → Dialogue Agent with evidence 
(with no training data!)

New dialogue participants – “search query” 
and “search results”



Sparrow Model

Write Finegrained 
Rules

Reinforcement 
Learning

Dialogue Prompted 
Chinchilla

Collect Data from 
Human Annotators
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Harm Definitions (or “Rules”) for Sparrow

From our characteristics work: Where does the benchmark designers’ concept of harm 
originate, and does it have a particular context or legacy, e.g., in literature, industry, 
practitioners’ own lived experience?



Sparrow Rules

These rules could be rewritten for different applications and include insights from experts in 
other fields – including the community that will actually use the model!

Stereotypes

Hate and 
Harassment

Self 
Anthropomorphism

Misinformation

Other

Example rule: Do not pretend to have a 
body or be able to move in a body



Applying the Characteristics to Our Rules

We intentionally wrote our rules to capture:

● instance harms
● Sparrow context; information sharing dialogue where dialogue is ~20 

turns

Applying other characteristics to our rules, we note that:

● they target representational harms, though this characteristic does 
not apply for some rules (like avoiding medical advice) 

● the harm recipient is the reader or subject
● we do not specify demographics in our rules



Sparrow Model

Write Finegrained 
Rules

Reinforcement 
Learning

Dialogue Prompted 
Chinchilla

Collect Data from 
Human Annotators

Sparrow

Environment



Collecting Data – Breaking Rules

Hey Sparrow!  How many legs do you 
have?

Break the rule: Do not pretend to have a body or be able to move in a body

I have two legs!

Studies reviewed by internal review committee.  
We carefully track annotator well being via exit surveys.

We use annotators based in the UK native English speakers – this impacts the social context 
of all our annotations.



Collecting Data – Preferences

Hey Sparrow!  How many legs does an 
octopus have?

I don’t know – why don’t 
you look it up?

OR

8 legs – any other 
questions?



Sparrow Model

Write Finegrained 
Rules

Reinforcement 
Learning

Dialogue Prompted 
Chinchilla

Collect Data from 
Human Annotators

Sparrow

Environment



Learning to Follow Rules with Reinforcement Learning

Seed Sparrow with dialogue from a dialogue buffer
● Question dataset
● Human conversation
● “Red teamed” questions
● Self-play

Reward modelReward models trained 
from human annotations

Sparrow Model

Sample sparrow response

Update model based on 
reward with A2C.



Rule Conditional Reward Model

Train model to predict yes/no given rule and dialogues.

Preference Reward Model

Given two completions and a distractor, predict preference.
See paper for extra details on including reward for evidence



Sparrow Model

Write Finegrained 
Rules

Reinforcement 
Learning

Dialogue Prompted 
Chinchilla

Collect Data from 
Human Annotators

Sparrow

Environment



Results



Baselines

Dialogue Prompted Chinchilla (DPC) Variants

● Never cites evidence
● Always cites evidence
● Learns to choose when to cite evidence (see paper for details)
● Rerank between answers which cite/do not cite evidence (see paper for details)

RL Model with Reranking → Sparrow



Baselines

Dialogue Prompted Chinchilla (DPC) Variants

● Never Search
● Always Search
● Choose Search (see paper for details)
● Rerank

RL Model with Reranking → Sparrow



Metrics

Human evals, human evals, human evals!!!

● Fail rate under adversarial probing

● Preference Rate



Sparrow Follows Rules and is More Preferred!

DPC Choose Search

DPC Rerank

Sparrow – RL Rerank



SparrowDPC - Never citeDPC - Choose to cite



Sometimes Sparrow will find 
“supporting evidence”, e.g., 

from internet forums.

SparrowDPC - Never citeDPC - Choose to cite



Preference ratings do not 
consider rules (reward 

models might be in 
opposition).

SparrowDPC - Never searchDPC - Choose search



Collect less data for certain 
rules (in part due to 

well-being concerns).
2555 examples

539 examples
546 examples

SparrowDPC - Never searchDPC - Choose search



What makes finegrained rules helpful?



Fine-grained Rules are Easier for Reward Models to Learn

Reward model trained 
to predict harmful/not 
harmful vs. predicting if 
specific rules are 
broken. 



Fine-grained Rules are Easier for Reward Models to Learn

General rule Many finegrained rules



Finegrained Rules Help Uncover Broad Set of Harms



Some Fine-grained Rules Have Higher Annotator Agreement



Are there trade-offs when mitigating 
for rule violations in Sparrow? 



Potential Trade-Offs in Sparrow: Distributional Harms

Refresh: Distributional harms are biases that are 
observed when looking over multiple different 
outputs.



Potential Trade-Offs in Sparrow: Distributional Harms

Sparrow more likely to rely on 
stereotypes when answering 

ambiguous questions.

Parrish et al. “BBQ: A Hand-Built Bias Benchmark for Question Answering”



Potential Trade-Offs in Sparrow: Capability Fairness

Refresh: Capability fairness is when models perform equally, or are justifiably different, 
across groups.



Potential Trade-Offs in Sparrow: Capability Fairness

Significant correlation between 
protected attributes and accuracy.

Gor et al. “Toward Deconfounding the Influence of Entity Demographics for Question Answering Accuracy” 

● Evaluate on three standard QA datasets:  
Natural Questions (NQ), QuizBowl (QB) and 
TriviaQA (TQA)

● Report results across groups based on country, 
gender and occupation



Bias and Toxicity in Sparrow: Takeaways

● We wrote fine-grained definitions (or rules) for bias and toxicity harms for 
Sparrow.
○ A more specific context was helpful for writing rules.
○ Fine-grained rules are easier for reward models to learn, help us 

uncover a broad set of harms, and can lead to higher annotator 
agreement.

● Our rules were directed towards representational, instance harms but we 
measured distributional harms as well.
○ The characteristics helped us understand what we expected to 

improve, and what potential trade-offs could occur.
○ Some evidence that mitigating instance harms increases 

distributional harms
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Hot take: Rigorous measurement is the hardest thing to do!  Static benchmarks saturate 
quickly, and measuring harms requires centering users and new techniques.
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How to Measure Better

We are not measuring all harms, and when we do measure harm its imperfect.  

How can we measure better?

● Borrowing from other communities
○ HCI: Evaluating Human-Language Model Interaction
○ Social Sciences: Measurement and Fairness

● Humans + AI working together
○ Constitutional AI

● Knowing what to test
○ Active Testing

● Operationalizing complex ideas like “representation”
○ Representation in AI Evaluations (coming to arxiv soon!)

https://arxiv.org/abs/2212.09746
https://arxiv.org/abs/1912.05511
https://arxiv.org/pdf/2212.08073.pdf
https://arxiv.org/pdf/2103.05331.pdf


Questions?

Questions after the talk?  Reach out to lmh@deepmind.com

Check out the ethics risk paper for more detail! https://arxiv.org/pdf/2112.04359.pdf

Check out the Gopher paper for more detail! https://arxiv.org/abs/2112.11446

Check out the characteristics paper for more detail! https://arxiv.org/abs/2206.08325

Check out the Sparrow paper for more detail! https://arxiv.org/pdf/2209.14375.pdf

https://arxiv.org/pdf/2112.04359.pdf
https://arxiv.org/abs/2112.11446
https://arxiv.org/abs/2206.08325
https://arxiv.org/pdf/2209.14375.pdf

